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Introduction

Nonlinear problems with constraints are quite common in practice.

Let’s look at an example:
A company produces product A and B, whose selling prices are 30 and 450,
respectively. It takes 0.5 hours to sell product A and (2+0.3𝑥𝑥2) hours to sell product
B. The operational time for the company is 800 hours. How to decide on the
production plan to maximize the profit?

Solution: suppose quantities for A and B are 𝑥𝑥1 and 𝑥𝑥2, respectively.
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Geometrical method

Solve this optimization problem:

• The constraint is line AB
• We want to minimize the distance from a

point at line AB to the point (2,2)
• Draw a circle centered at (2,2), increase its

radius until the circle is tangent to the line

𝑓𝑓 𝑥𝑥∗ = 2, 𝑥𝑥∗ = (3,3)

𝑓𝑓 𝑥𝑥 = 2
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Geometrical method

Solve this optimization problem:

• The constraint represents all points within
the unit circle centered at (0,0)

• We move the line with a slope of -1 until it is
tangent to the circle

𝑓𝑓 𝑥𝑥∗ = − 2, 𝑥𝑥∗ = (−
2

2
,−

2
2

)

0

𝑔𝑔(𝑥𝑥) ≥ 0

𝑓𝑓 𝑥𝑥 = − 2

5



Constrained Optimization with Equality

• We suppose both 𝑓𝑓 and ℎ𝑖𝑖 ,∀𝑖𝑖 are continuously differentiable functions
• Note that the theory also applies to case where 𝑓𝑓 and ℎ𝑖𝑖 ,∀𝑖𝑖 are continuously 

differentiable in a neighborhood of a local minimum.
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Constrained Optimization with Equality

Lagrange Multiplier Theorem
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Unconstrained case:
∇𝑓𝑓 𝑥𝑥∗ = 0

�
𝑖𝑖=1

𝑚𝑚
𝜆𝜆𝑖𝑖∗∇ℎ𝑖𝑖(𝑥𝑥∗) = 0

If and only if 𝜆𝜆𝑖𝑖∗ = 0,∀𝑖𝑖

Unconstrained case: 𝑦𝑦𝑇𝑇∇2𝑓𝑓 𝑥𝑥∗ 𝑦𝑦 ≥ 0,∀𝑦𝑦
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Constrained Optimization with Equality

Exercise on linearly independent

Consider two vectors 𝑣𝑣1 = 1,1 𝑇𝑇 and 𝑣𝑣2 = −3,2 𝑇𝑇, are they linearly independent? 

𝜆𝜆1
1
1 + 𝜆𝜆2

−3
2 = 0

0

Therefore,

1 −3
1 2

𝜆𝜆1
𝜆𝜆2

= 0
0

Vectors 𝑣𝑣1 = 1,1 𝑇𝑇 and 𝑣𝑣2 = −3,2 𝑇𝑇 are linearly independent.

𝜆𝜆1
𝜆𝜆2

= 1 −3
1 2

−1 0
0 = 0

0
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Constrained Optimization with Equality

Exercise on linearly independent

Consider three vectors 𝑣𝑣1 = 1,1 𝑇𝑇, 𝑣𝑣2 = −3,2 𝑇𝑇, and 𝑣𝑣3 = 2,4 𝑇𝑇

𝜆𝜆1
1
1 + 𝜆𝜆2

−3
2 + 𝜆𝜆3

2
4 = 0

0
Therefore,

1 −3 2
1 2 4

𝜆𝜆1
𝜆𝜆2
𝜆𝜆3

= 0
0

Vectors 𝑣𝑣1 = 1,1 𝑇𝑇, 𝑣𝑣2 = −3,2 𝑇𝑇, and 𝑣𝑣3 = 2,4 𝑇𝑇 are not linearly independent.

We have 𝜆𝜆1, 𝜆𝜆2, 𝜆𝜆3 = (−16,−2,5) satisfies the equation.



Constrained Optimization with Equality

Lagrange Multiplier Theorem (Necessary condition)
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Example-1
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Linear independent
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Example-2

Linearly independent



Example-3

Portfolio Selection

𝝀𝝀𝟏𝟏

𝝀𝝀𝟐𝟐

13

* Suppose (�̅�𝑒1, … , �̅�𝑒𝑛𝑛) ≠ 𝑎𝑎(1, … , 1)



Example-3
Portfolio Selection
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When �̅�𝑒 ≠ 𝑎𝑎𝑎𝑎
Linearly independent
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Example-3
Portfolio Selection
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Example-3
Portfolio Selection



Constrained Optimization with Equality

Sufficiency condition
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If >, then strict
If ≥, then relative

How about local v.s. global? Next lecture



Example
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Example
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Sensitivity Theorem* (Extended Reading)

20

The impact of one unit change of 𝑎𝑎 on the optimal objective value
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Sensitivity Theorem* (Extended Reading)
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Sensitivity Theorem* (Extended Reading)

A generalization of “Shadow price” in Lecture 3 (next slide)



Lecture-3: Economic Interpretation

According to Optimality criterion, we have
𝑓𝑓∗ = 𝑐𝑐𝑇𝑇𝑥𝑥∗ = 𝑏𝑏𝑇𝑇𝜆𝜆∗ = 𝜆𝜆1∗𝑏𝑏1 + ⋯+ 𝜆𝜆𝑁𝑁∗ 𝑏𝑏𝑁𝑁

If parameter 𝑏𝑏𝑛𝑛 changes, what is the impact on the optimal value 𝑓𝑓∗?

Therefore, 𝜆𝜆𝑛𝑛∗ can be interpreted as the change of 𝑓𝑓∗ should there be 1 
unit change of 𝑏𝑏𝑛𝑛. We call it “shadow price” in economics.

The scarcer the resource, the greater the impact of its changes on the 
objective function (cost), and therefore the higher the shadow price.
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Constrained Optimization with Inequality
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General Form:



Constrained Optimization with Inequality

Let’s look at the inequality constraint 𝑔𝑔(𝑥𝑥) ≤ 0. If 𝑥𝑥∗ is a local minimum, then
• If 𝑔𝑔𝑗𝑗 𝑥𝑥∗ = 0, then the j-th constraint is active
• If 𝑔𝑔𝑗𝑗 𝑥𝑥∗ < 0, then the j-th constraint is inactive 

Let 𝒜𝒜 𝑥𝑥 ≔ {𝑗𝑗|𝑔𝑔𝑗𝑗 𝑥𝑥 = 0} be the set of active constraints

Assume that 𝑥𝑥∗ is regular, similarly, we can write down the Lagrangian function

• Let the 𝜇𝜇𝑗𝑗∗ corresponds to inactive constraint equal to zero. 𝜇𝜇𝑗𝑗∗ = 0,∀𝑗𝑗 ∉ 𝒜𝒜(𝑥𝑥)
• Let 𝜇𝜇𝑗𝑗∗ ≥ 0,∀𝑗𝑗 (explain later) 

Treated as equality
Doesn’t matter
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𝒈𝒈𝟏𝟏 𝒙𝒙 = 𝟎𝟎

𝒈𝒈𝟐𝟐 𝒙𝒙 = 𝟎𝟎

𝒈𝒈𝟑𝟑 𝒙𝒙 = 𝟎𝟎
𝒙𝒙∗



Constrained Optimization with Inequality

We try to explain the logic behind “𝜇𝜇𝑗𝑗∗ ≥ 0,∀𝑗𝑗” using sensitivity theorem.
Relax the j-th constraint to 𝑔𝑔𝑗𝑗 𝑥𝑥 = 𝑎𝑎𝑗𝑗, 𝑎𝑎𝑗𝑗 > 0. Since ∆𝑓𝑓 ≤ 0, we have

𝜇𝜇𝑗𝑗∗ = −(∆𝑓𝑓)/𝑎𝑎𝑗𝑗 ≥ 0

Point that satisfies these
conditions is called Karush-
Kuhn-Tucker (KKT) point

𝑔𝑔𝑗𝑗 𝑥𝑥∗ 𝜇𝜇𝑗𝑗∗ = 0,𝑔𝑔𝑗𝑗 𝑥𝑥∗ ≤ 0, 𝜇𝜇𝑗𝑗∗ ≥ 0,∀𝑗𝑗 = 1, … , 𝑟𝑟
0 ≤ −𝑔𝑔𝑗𝑗(𝑥𝑥∗) ⊥ 𝜇𝜇𝑗𝑗∗ ≥ 0
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Constrained Optimization with Inequality

27

Steps to write down the KKT condition
1. Turn it into standard form:

2. Write down the Lagrangian function

3. The KKT condition is



Example-1
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Example-2
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Kuhn-Tucker Necessary Conditions

A local minimum is a KKT point
How about sufficiency condition? Convex optimization (next lecture)

Complementary 
Slackness
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Thanks！
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